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                  Today’s armed forces are highly dependent on software. Software products are built
                     by complex networks of software components, software vendors, service providers, and
                     other companies that, together, form the software supply chain.
                  

               

               	
                  In “conventional” cybersecurity incidents, threat actors usually gain direct access
                     to their target. But in the case of the software supply chain, the risks originate
                     upstream in the supply chain itself and have an impact on entities downstream – often
                     the end users.
                  

               

               	
                  The armed forces are particularly vulnerable to these risks. Software supply chain
                     incidents in the military sector have caused disruption and allowed malicious actors
                     to engage in industrial espionage, political espionage, and sabotage.
                  

               

               	
                  Policymakers and the Bundeswehr can manage software supply chain risk in the military
                     sector through a set of measures. First, decision-makers should determine the requisite
                     level of protection for the various areas of software use to strike a balance between
                     risk management, on the one hand, and the functionality, cost, and speed of deployment,
                     on the other.
                  

               

               	
                  Thereafter, the Bundeswehr should establish effective risk management. Further, the
                     federal government and the Bundeswehr should ensure that software suppliers reduce
                     the software supply chain risk posed by their products. By doing so, the armed forces
                     can be given adequate protection.
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            Issues and Recommendations

            Today’s armed forces are highly dependent on software. That is true not only for administrative
               tasks and logistics but also for modern weapons systems such as tanks, warships, and
               fighter jets. The software products used by the military are built by complex networks
               of software components, software vendors, service providers, and other companies that,
               together, form the software supply chain.
            

            In “conventional” cybersecurity incidents, threat actors usually gain direct access
               to their target. But in the case of the software supply chain, the risks originate
               upstream in the supply chain and have a harmful impact elsewhere – frequently with
               the end user. For example, in 2019–20, Russian spies did not seek to infiltrate the
               information technology (IT) systems of the US agency that maintains that country’s
               nuclear weapons stockpile; rather, they gained access to the software vendor SolarWinds,
               from where they sent an update containing malware to the strictly secured agency,
               enabling them to collect data at the target.
            

            All the links of the supply chain are connected via software – whether through the
               software product itself or its components or through access to the software product,
               which may have been granted, for example, to a service provider. Accordingly, all
               the links of the supply chain for the software products used by the armed forces can
               potentially serve as entry points into military systems. In particular, it is small
               and medium-sized enterprises (SMEs) and smaller open source software (OSS) projects
               that are often poorly protected and therefore an easy target for attackers. Moreover,
               it is often the case that the armed forces do not have an overview of all the software
               products they are using, let alone all the actors and components that constitute the
               supply chains of those products. And what is more, the armed forces have little or
               no control over large parts of the supply chain. Thus, the software supply chain is
               an Achilles heel of the modern-day armed forces: even the most technologically advanced
               and most securely protected military can fall victim to attacks that exploit the complex
               structure of software supply chains.
            

            Incidents involving the software supply chain have disrupted military operations and
               allowed malicious actors to engage in industrial espionage, political espionage, and
               sabotage. For example, between 2013 and 2018, individuals associated with Chinese
               intelligence gained access to the systems of the largest US military shipbuilder via
               its cloud service provider. And in 2022, on the very first day of the Russian full-scale
               invasion of Ukraine, Russian military intelligence hijacked a software update from
               a satellite communications provider to disrupt the connectivity of the Ukrainian military
               on the battlefield. Even inadvertent mistakes can cause significant damage, as demonstrated
               by the CrowdStrike incident in 2024, which temporarily rendered approximately 8.5
               million devices worldwide unusable. Finally, a lack of software maintenance can have
               profound consequences, too: in March 2025, Ukrainian fighter jets were at risk of
               becoming inoperable in the absence of software updates provided by the US. In short,
               software supply chain incidents can jeopardise the combat readiness of the armed forces.
            

            This research paper examines how the armed forces can manage software supply chain
               risks and ensure they are protected against them. First, the paper describes the structure
               of software supply chains and the risks that arise from them. Then, it analyses the
               specific characteristics of the armed forces that render them more vulnerable to such
               risks and reviews the impact of major incidents to date in the military sector. Subsequently,
               it identifies how the armed forces can better protect themselves against the prevailing
               risks. Finally, it looks at what policymakers and the armed forces can do to ensure
               that software suppliers reduce the risks associated with their products.
            

            In conclusion, this research paper recommends that policymakers and the Bundeswehr
               should first determine the requisite level of protection for the various software
               products – depending on the area of application. The Bundeswehr itself should then
               take the following measures to protect against software supply chain risks:
            

            
               	
                  Establish a central point of accountability for managing these risks and task it with
                     drawing up guidelines for dealing with software supply chain risk and the military
                     use of OSS;
                  

               

               	
                  Develop processes for managing software supply chain risk across the entire military
                     – for example, Bundeswehr IT staff should check regularly whether the software products
                     they are using still receive security updates and functional upgrades;
                  

               

               	
                  Build expertise on software supply chain risk management so that the measures listed
                     here are effective;
                  

               

               	
                  Identify vulnerabilities in the Bundeswehr’s own systems and software products to
                     stave off potential threats; and
                  

               

               	
                  Root out untrustworthy suppliers to prevent insider attacks.

               

            

            At the same time, policymakers and the Bundeswehr should make software suppliers reduce
               the risks associated with their products. To this end, they should:
            

            
               	
                  Establish the requirements that software suppliers must meet – this research paper
                     proposes six such requirements, including the provision of software composition information
                     and vulnerability exploitability information of products supplied; and
                  

               

               	
                  Provide model contract language, adapt procurement requirements, and amend product
                     liability law to ensure that suppliers meet those requirements.
                  

               

            

            Taken together, these measures can enable the Bundeswehr to reduce software supply
               chain risk to an acceptable level without having to forego the advantages that software
               undoubtedly affords the armed forces.
            

            

         

      

   
      
         
            Introduction

            The armed forces rely heavily on software for most of their activities – from administrative
               tasks and logistics to warfare. For example, situational awareness platforms have
               become indispensable, and there is virtually no tank, warship, or fighter jet that
               can function without software. Such software products are the result of complex supply
               chains comprising software components, software vendors, and service providers that
               are beyond the control of the armed forces. Consequently, the security of the military
               depends on the security of numerous software vendors, service providers, developers,
               and maintainers1 of software components.
            

            Incidents in the military sector have shown how software supply chain risk can jeopardise
               the combat readiness of the armed forces.
            

            Incidents in the military sector have shown how software supply chain risk can jeopardise
               the combat readiness of the armed forces. Administrative operations can be disrupted
               and troops can be exposed to espionage and sabotage. In the 2010s, Chinese intelligence
               accessed the systems of the largest US naval shipbuilder to steal intellectual property.
               In 2019–20, Russia spied on the agency responsible for managing the US nuclear weapons
               stockpile. And in 2022, on the very first day of the Russian full-scale invasion of
               Ukraine, Russian military intelligence succeeded in shutting down the satellite communications
               of the Ukrainian military. In each case, the attackers did not directly target the
               heavily secured armed forces and defence industrial base; rather, they gained access
               via the software supply chain.2

            Thus, it is clear that software supply chain risk is an Achilles heel of today’s armed
               forces and presents a strategic challenge. However, the political and military leadership
               of Germany – like that of other states – has yet to grasp the importance of this issue.
               While a group of experts from the German security and defence industry and the Federal
               Ministry of Defence (BMVg) published a whitepaper in 2021 that contained recommendations
               for improving the security of IT supply chains,3 the political and military leadership has yet to follow up on those suggestions.
               Software supply chain risk in the military sector depends largely on which software
               products are procured (and from which suppliers) and how they are used and managed.
               Currently, procurement and IT staff make those decisions, usually on an ad hoc basis.
               This must change.
            

            Instead, the Bundeswehr should adopt a strategic approach to managing software supply
               chain risk. This research paper outlines the four steps needed for such an approach.
               First, policy-makers and the armed forces must understand what software supply chains
               look like4 and what risks they pose.5 Second, they need to be made aware that these risks affect the armed forces, in particular;6 that is because software has become indispensable for military operations, not least
               as the military seeks to increasingly network its equipment under the banner of “software-defined
               defence”,7 which significantly enlarges the potential attack surface. The armed forces should
               learn from the software supply chain incidents that have already affected the military
               and the defence industrial base. In a third step, this research paper outlines – based
               on expert assessments8 and practical examples from various countries – measures that political and military
               leaders should take to protect the armed forces from software supply chain risk.9 Fourth, they should ensure that software suppliers manage the software supply chain
               risk of their products.10 By following these four steps, political and military decision-makers can protect
               this Achilles heel of the armed forces so that the latter are able to fulfil their
               mission.
            

            

         

      

   
      
         
            The Software Supply Chain
            

            Software products have complex supply chains that include all the artifacts (such
               as programme code), processes, technologies, and, not least, people involved in making
               a given piece of software (see Figure 1, p. 10).11 The supply chain of any software product starts with its “raw materials”, that is,
               the software components. These are the independent units of source code, such as libraries.12 Such pre-existing components account for the larger part of the codebases of many
               software programmes because IT professionals reuse already developed code.13 Both the OSS community and commercially available libraries play a key role in this
               process.
            

            Software-developing entities, which include vendors,14 have three options for sourcing software components. First, they can use OSS components
               from a code repository like GitHub. In this case, they have no contractual relationship
               with the developers of the component (and usually do not know who they are).15 Second, they can buy a component from another vendor. And third, they can develop
               the component themselves.
            

            OSS stands in contrast to proprietary software, where the source code is kept secret
               because it is considered intellectual property. In the OSS ecosystem, individuals
               develop and maintain software products or components and make them available to the
               general public, which can examine the source code and use the software.16 OSS is the foundation of the modern software ecosystem: almost all software products
               contain OSS components17 and OSS products are the leading solutions for certain use cases.18 By contrast, commercially available libraries maintained by software vendors often
               cannot be audited and rely on the vendor to fix vulnerabilities.
            

            Each software component has its own supply chain because it relies on components or
               tools such as compilers, which translate human-readable source code into machine-readable
               binary code. Since software products can inherit the security problems of all their
               components, assessing the (in)security of a given software product entails scrutinising
               each of its components and their subcomponents.
            

            During the development process, software vendors frequently rely on external service
               providers. For example, software as a service (SaaS) providers depend on cloud infrastructure
               providers. Such companies often have access to their clients’ systems in order to
               be able to provide their services.
            

            
               
                  
                     
                        	
                           

                           Figure 1

                           [image: Figure 1: The software supply chain]

                           

                        
                     

                  
               

            

            Once the software product is finished, it must find its way to the end users –for
               example, the Bundeswehr. Which path it takes depends initially on whether users are
               seeking a standalone software product or a hardware device with embedded software.
               Most devices with information and communication functionalities contain embedded software
               and will therefore have a software supply chain.
            

            End users can gain access to a standalone software product in three ways: by purchasing
               either the product, a licence to use the product, or access to a cloud-hosted version
               (SaaS). Moreover, supply chains differ in terms of whether the end user buys the product
               (or the right to use it) directly from the software vendor or through intermediaries.
               The former is often the case for commercial off-the-shelf (COTS) software products,
               which are made available to a broad customer base without customisation and can often
               be downloaded directly from the vendor website. Alternatively, there may be other
               companies that are part of the supply chain, too. These are resellers and distributors
               (which make the product available to the end customer and often provide additional
               services such as customisation) and systems integrators (which combine products from
               various suppliers and adapt them to the customer’s needs).
            

            When end users purchase a hardware device with embedded software, they buy the product
               from the device manufacturer or from the respective reseller, distributor, or systems
               integrator. For its part, the device manufacturer either develops the embedded software
               itself or purchases it from one or more software vendors. In the military context,
               such embedded systems can range from simple COTS devices (such as air-conditioning
               systems for data centres) to complex weapons systems (such as fighter jets).
            

            Finally, the software supply chain does not end when the purchase is made (or the
               licence agreement concluded). Rather, software vendors typically offer maintenance
               for their products in the form of security updates and, in some cases, upgrades that
               change, add, or remove functionalities. Security updates are essential because most
               software products contain vulnerabilities,19 that is, “weakness[es] in an IT system that can be exploited by an attacker to deliver
               a successful attack”.20 Once vendors learn about a vulnerability, they can provide a mitigation, such as
               a security update or reconfiguration information.
            

            In short, it is this complex web of software components, software vendors and their
               suppliers, and service providers that forms the supply chain of every software product.
            

            

         

      

   
      
         
            Software Supply Chain Risk
            

            Software supply chains harbour a number of risks. These differ from other cybersecurity
               risks in one important respect: in “conventional” cybersecurity incidents, threat
               actors typically gain access to their target and cause damage there (see Figure 2). For example, attackers may send a phishing email to infiltrate a company’s IT system
               and install ransomware. By contrast, software supply chain risk originates upstream
               in the supply chain: for example, attackers may exploit a vulnerability in the IT
               systems of a software vendor in order to gain control of its update server; and they
               may go on to “hijack” the update process by inserting ransomware into the software
               update, which is then installed on the systems of all the vendor’s customers.21

            There are three transmission mechanisms that allow software supply chain risk to move
               downstream in the supply chain, often to end users:
            

            
               	
                  The software product itself can be manipulated, either at the time of installation
                     or through updates;
                  

               

               	
                  Individual components of the product can be modified – in contrast with the first
                     transmission mechanism, this does not require access to the vendor’s systems, making
                     transmission even more difficult to detect; and
                  

               

               	
                  Access to the product granted to service providers, for example, can be abused.

               

            

            Not all experts see the last of these transmission mechanisms as a software supply
               chain problem. That is because in such cases, the software product or its components
               are not necessarily modified; rather, such incidents tend to be classified as third-party
               risk. However, despite this technical difference, security incidents resulting from
               third-party access and those in which third parties manipulate the software product
               or its components are very similar; and it is often the case that the same measures
               can mitigate both types of risk. For this reason, abuse of access is classified as
               a software supply chain risk here.
            

            From the end user’s perspective, software supply chain risk poses four issues. First,
               such events often affect a large number of organisations at the same time – for example,
               when all customers of a particular software vendor are affected.22 Second, almost all software supply chains contain entities that lack adequate cybersecurity
               protection, such as SMEs or smaller OSS projects that are maintained by only a few
               individuals or even just one person as a hobby.23 As a result, it is very likely that even software users with rigorous cybersecurity
               measures in place – such as the armed forces – are highly vulnerable through the supply
               chains of the software products they use. Third, end users typically have limited
               visibility into the supply chain and may not even know they are exposed to a cyber
               threat. And fourth, it is often the case that neither end users nor their immediate
               suppliers can address the root causes of software supply chain risk because the problem
               lies far upstream in the supply chain (with smaller software vendors, service providers,
               or the OSS ecosystem) and it is only there that remedial measures can be implemented.
            

            All these issues mean that managing software supply chain risk is an urgent consideration
               for software users in general but especially for those which – like the armed forces
               – particularly value a high level of security. There are four categories of software
               supply chain risk: third-party supply chain attacks, insider attacks, inadvertent
               mistakes, and lack of maintenance (see Figure 2).
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               Third-party Supply Chain Attacks

               In third-party supply chain attacks, threat actors who are not part of the supply
                  chain of a software product gain access to an entity that is part of the chain in
                  order to compromise another entity downstream in the same chain.24

            

         

      

   
      
         
            
               Insider Attacks

               Insider attacks are carried out by actors who are part of the supply chain of a software
                  product. In non-software-related scenarios, employees turn against their employer,
                  either of their own accord or under the influence of third parties such as foreign
                  intelligence services.25 At the same time, adversarial actors can become insiders owing to changes in the
                  ownership structure of a company, for example, when a government agency gains control
                  over a company that is part of a particular supply chain. And at international companies,
                  it is also possible for citizens of adversarial states – who are subject to national
                  disclosure requirements or can be instrumentalised – to become part of the software
                  supply chain via subcontractors.26

            

         

      

   
      
         
            
               Inadvertent Mistakes

               Software supply chain risk can arise even without deliberate acts by third parties,
                  for example, through inadvertent mistakes by entities in the supply chain. Both OSS
                  developers and maintainers can make mistakes, as can proprietary software vendors.
                  And those mistakes potentially lead to vulnerabilities in the software product, which
                  are open to exploitation by malicious actors.32

            

         

      

   
      
         
            
               Lack of Maintenance

               The fourth category of risk posed by software supply chains arises when a vendor no
                  longer maintains a software product. In the absence of functional upgrades, some products
                  (over time) lose their functionality. And without security updates, software products
                  accumulate known but unpatched vulnerabilities. Thus, over time, unmaintained software
                  becomes an easy target. Furthermore, when SaaS providers stop making their services
                  available for all or certain users, the latter immediately lose access to the software.
               

               Software products can lack maintenance for various reasons: users do not pay for maintenance,
                  the vendor stops providing maintenance,33 the vendor goes out of business or the (often sole34) maintainer of an OSS project stops working on that project, or the vendor chooses
                  not to provide maintenance for certain end users, for example, as a result of sanctions.
                  And even if the vendor is still providing support for a product, an embedded OSS component
                  may no longer be maintained – and the vendor may not be aware of this.
               

            

         

      

   
      
         
            The Particular Threat to the Armed Forces

            The four categories of software supply chain risk can affect all organisations, but
               the armed forces are particularly vulnerable.
            

         

      

   
      
         
            
               The Importance of Software for the Armed Forces

               The armed forces have a broad portfolio of different software products (see Figure 3, p. 16). Like civilian organisations, they use software to support processes and process
                  information; these supporting applications include office programmes and enterprise
                  resource planning systems. At the same time, the armed forces need battlefield applications
                  such as situational awareness platforms and command and control systems. Moreover,
                  they work with classified information and the systems that process such data must
                  meet additional security requirements. All these applications rely on a vast range
                  of other types of software, such as operating systems and databases.
               

               In short, software is indispensable for most activities in the military sector. What
                  is more, most military equipment is dependent on software; for example, software often
                  allows functional enhancements of weapons systems such as warships, whose lifetime
                  can thereby be extended. Consequently, software supply chain risk affects the entire
                  spectrum of military activity. The impact depends on the type of software affected:
                  the compromise of a COTS product can deliver valuable information to intelligence
                  services, but sabotage operations are much more dangerous when their target is battlefield
                  applications such as weapons systems.
               

               
                  A Growing Dependency 

                  Software already plays an important role in today’s weapons systems. But so far, many
                     large platforms have only limited connectivity – to other platforms, sensors, and
                     networks such as the internet.35 To a certain extent, this lack of connectivity mitigates the existing software supply
                     chain risk.36

                  However, the armed forces of many countries, including Germany’s Bundeswehr, are striving
                     to further digitise their processes, connect more devices and platforms, and put software
                     at the heart of the battlefield. The concept of “software-defined defence”37 (SDD) refers to a future in which large weapons platforms can be controlled via a
                     central software platform and the functionality of military equipment can be changed
                     through software updates, instead of hardware modifications.
                  

                  Armed forces that cannot fulfil their mission without software will be even more exposed
                     to software supply chain risk.
                  

                  Most armed forces are still a long way from realising this concept,38 but some have already taken the first steps in this direction.39 Thus, the following conclusion about the importance of software for the armed forces
                     of tomorrow can be drawn: Armed forces that cannot fulfil their mission without software
                     will be even more exposed to software supply chain risk.
                  

               

            

         

      

   
      
         
            
               Military Idiosyncrasies Exacerbate the Threat
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               At the same time, there are four characteristics peculiar to the military that increase
                  software supply chain risk for the armed forces. First, the main task of the armed
                  forces is to prevent war, based on their warfighting capabilities. Accordingly, supply
                  chain incidents in the military sector can endanger people, infrastructure, and resources.
                  The threat can be both direct (such as an attack on software that controls weapons
                  systems) and indirect (for example, adversarial intelligence services gathering information
                  about military bases). Since military operations must continue even under extraordinary
                  circumstances, inadvertent mistakes – such as those that disrupt logistics systems
                  – or a lack of software maintenance can have dramatic consequences.
               

               Third, the armed forces rely on specialised defence suppliers not only for weapons
                  platforms but also for software, which makes them dependent both on those vendors
                  and on their proprietary technologies (“vendor lock-in”).42 Such dependence puts the armed forces in a weak negotiating position vis-à-vis their
                  suppliers when it comes to enforcing stricter measures for dealing with risk in the
                  software supply chain. Moreover, there is often no alternative available when a software
                  product lacks maintenance.
               

               Fourth, when procuring software, the armed forces have to comply with procurement
                  rules (including at the EU level).43 The procedures to be followed are not only slow and frequently complex (involving
                  many different entities); they were also developed for hardware devices – namely,
                  weapons systems – and therefore often lack the speed and flexibility that are crucial
                  for software procurement.
               

               Thus, while software supply chain risk affects all organisations, its potential impact
                  on the military is particularly serious.
               

            

         

      

   
      
         
            
               The Impact of Software Supply Chain Incidents on the Armed Forces
               

               The armed forces of various countries have already felt the devastating impact of
                  software supply chain incidents (see Figure 4, p. 18). Those incidents have led not only to operational disruptions but also to espionage
                  and sabotage.
               

               
                  Operational Disruptions

                  Even inadvertent mistakes by software vendors can bring the operations of organisations
                     worldwide to a standstill. In 2024, the US software company CrowdStrike, which specialises
                     in cybersecurity applications, released a faulty automatic update for all customers
                     worldwide using its “Falcon” software.44 Devices that received the update automatically restarted and suffered a system crash
                     during startup, rendering them temporarily inoperable. An estimated 8.5 million affected
                     devices worldwide had to be manually reset – a task that required physical access
                     to each device in the case of those with hard disk encryption.45 The US Department of Defense (DoD) and several defence contractors were using Falcon,46 but it was announced that there had been “no impact on DoD operations”.47 
                  

                  Figure 4

                  [image: Figure 4: Major software supply chain incidents with a military dimension]

                  

                  Nevertheless, the incident demonstrated the potential far-reaching consequences of
                     even an inadvertent mistake being made by an entity in the software supply chain.
                  

                  Furthermore, certain military equipment is rendered unusable without regular software
                     upgrades. For example, the F-16 fighter jet, which is now part of the Ukrainian military
                     fleet, has an electronic countermeasures module that enables radar jamming during
                     flight.48 This capability prevents enemy ground stations from targeting aircraft with missiles
                     and shooting them down. For effective radar jamming, the relevant software must be
                     regularly updated to match the radar frequency ranges used by enemy ground stations,
                     which change over time. Without those upgrades, the aircraft lose their defensive
                     capabilities and would presumably remain grounded.49 For the Ukrainian F-16s, it is only the US Air Force that is able at this time to
                     provide the necessary software updates.50 In March 2025, the Trump administration temporarily suspended military aid to Ukraine,
                     which included software maintenance for the F-16s.51 Although Washington quickly reversed course,52 the episode highlights the impact that the lack of software maintenance can have
                     on the operational readiness of large weapons systems.
                  

               

               
                  Industrial Espionage, Political Espionage, and Sabotage

                  Besides operational disruptions, which can cause considerable damage without any attackers
                     being involved, the software supply chain offers entry points for malicious actors
                     targeting the armed forces and the defence industry (see Figure 4). First, there are state actors and private companies that engage in industrial espionage,
                     that is, the theft of intellectual property. For at least six years in the 2010s,
                     individuals associated with the Chinese Ministry of State Security stole intellectual
                     property from Western companies as part of the “Cloud Hopper” campaign. They infiltrated
                     cloud providers and exploited the latter’s access to their customers’ systems.53 One of the targets of the campaign was Huntington Ingalls Industries, the largest
                     military shipbuilder in the United States, which, among other things, builds nuclear-powered
                     submarines for the US Navy.54

                  Second, intelligence agencies engage in political espionage. In 2019–20, as part of
                     the “Sunburst” campaign, Russia’s Foreign Intelligence Service (SVR) injected malware
                     into updates from the US company SolarWinds,55 whose “Orion” software serves to monitor and manage infrastructures. Using the malicious
                     code distributed to Orion users via updates, the SVR gained access to, among other
                     things, systems of the DoD and the National Nuclear Security Administration, which
                     oversees the US nuclear weapons stockpile.56

                  Third, some intelligence agencies and armed forces exploit vulnerabilities in software
                     supply chains for sabotage purposes – that is, in order to temporarily disrupt or
                     permanently destroy networks, systems, or services. For example, Russia’s Main Intelligence
                     Directorate (GRU), the country’s military intelligence agency, hijacked the update
                     mechanism of the satellite communications provider Viasat.57 On 24 February 2022 – the very first day of the Russian full-scale invasion of Ukraine
                     – the GRU delivered malicious software to the modems of Viasat’s customers via an
                     automatic update.58 The malware overwrote important data in the memory of the modems, rendering those
                     devices inoperable.59 The presumed target was the Ukrainian military, which was relying on Viasat’s services
                     for its connectivity on the battlefield. The exact impact of the attack is unclear,
                     partly because the satellite communication services to the Ukrainian military were
                     also being provided by the company Starlink.60

                  It is also conceivable that cybercriminals target military entities for financial
                     gain. So far, no financially motivated software supply chain attack on military targets
                     has been publicly disclosed. But this could be because such targets are generally
                     better secured than other sectors and because state entities, such as the armed forces,
                     are not inclined to negotiate with criminals (for example, over ransom payments).
                     Furthermore, it is often the case that an attack on a military target is not made
                     public. For this reason, it can be assumed that not only have there been incidents
                     that have simply not become public knowledge but also that some incidents known to
                     the public have had an undisclosed military dimension.
                  

                  Finally, the software supply chain might not always be the entry point of choice for
                     attacks on military targets. For espionage or sabotage operations, it could be easier
                     to simply pay or bribe insiders. And to achieve military objectives in an armed conflict,
                     it is often cheaper and faster to take out enemy positions through kinetic means rather
                     than through cyber operations.61

               

            

         

      

   
      
         
            How the Armed Forces Can Protect Themselves Against Software Supply Chain Risk
            

            Incidents such as those discussed above show how software supply chain risk can impair
               the combat readiness of the armed forces. Thus, the Bundeswehr should acknowledge
               that risk and identify possible courses of action to counter it.
            

            The measures proposed in this and the following section stem from a three-stage analysis.
               First, based on the risks described above, particularly to the armed forces, the analysis
               establishes which security problems exist. Second, where possible, an international
               comparison is made to examine the measures that armed forces have successfully implemented.
               In those cases where no relevant international experience is available, the analysis
               draws on international expert assessments obtained in more than 65 interviews and
               one workshop.62 Third, on the basis of these international examples and expert assessments, recommendations
               are made about which measures the BMVg and the Bundeswehr should implement.
            

            The proposed measures fall into two categories. First, the armed forces can take measures
               to protect themselves, as outlined below in this section (see Figure 5, p. 22). Second, policymakers and the armed forces can formulate requirements for software
               suppliers on how to make their products less vulnerable to software supply chain risk
               and how to support the armed forces in their risk management. The next section explains
               what those requirements might be and how policymakers and the armed forces can make
               suppliers implement them. Effectively dealing with software supply chain risk in the
               military sector demands that these two (complementary) approaches be combined.
            

            The measures proposed below would entail profound changes for the armed forces of
               many countries and require considerable resources. Thus, it cannot be ruled out that
               in some cases, there would be resistance. In such cases, the measures could be tested
               initially on a small scale – for example, in a suitable military unit.63

         

      

   
      
         
            
               The Appropriate Level of Protection

               Even though the impact of software supply chain risk can be devastating, the Bundeswehr
                  cannot respond by abandoning software use altogether or avoiding any dependency on
                  third parties in the software supply chain. Given the complexity of the software ecosystem,
                  such a response would be virtually impossible to implement and highly inefficient.
                  Instead, the Bundeswehr should consciously seek to manage software supply chain risk.
               

               To this end, policymakers and the Bundeswehr must resolve certain trade-offs.64 On the one hand, software used by the armed forces should pose only known and acceptable
                  security risks; on the other hand, it should provide a certain functionality, be available
                  at a reasonable price, and lend itself to rapid deployment and updating. These objectives
                  are often at odds with one another: many measures that reduce software supply chain
                  risk make the product more expensive – for example, when a functionality is developed
                  from scratch instead of based on an existing OSS component. In addition, many risk
                  management measures slow down the procurement and deployment process. This is the
                  case, for example, when the armed forces conduct security tests for updates before
                  rolling them out or when they close vulnerabilities in OSS components embedded in
                  a product before deploying it (at considerable personnel expense65).
               

               There is no single entity in the Bundeswehr that has overall responsibility for procuring
                  and managing software.
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               Structures and Strategies

               The first step towards effectively managing software supply chain risk is to establish
                  structures and strategies. The BMVg and the Bundeswehr should clearly assign roles
                  and responsibilities to specific departments and individuals and develop guidelines
                  that set appropriate priorities. Even though it is unlikely that a military would
                  restructure itself solely for the purpose of limiting software supply chain risk,
                  the issue should be on the table in the event of a reorganisation. The current reorganisation
                  of the Bundeswehr’s Cyber and Information Domain Service (CIR) following its elevation
                  to an independent service is such an event.
               

               
                  Clear Responsibilities

                  Many of the measures proposed here require that one person be responsible for dealing
                     with software supply chain risk in the military sector.66 Such a clear assignment of responsibility can be found, for example, in the Dutch
                     Ministry of Defence, where a central office is responsible for all IT procurement
                     and software management throughout the entire product life cycle.67 Accordingly, this office is well positioned to determine how to deal with software
                     supply chain risk. By contrast, there is no single entity in the Bundeswehr that has
                     overall responsibility for procuring and managing software; instead, responsibility
                     is distributed among many different entities (see info box).
                  

                  The Bundeswehr should follow the example of the Dutch military by assigning responsibility
                     for all aspects of managing software supply chain risk to a single entity. The holder
                     of this position should address the issue with the military leadership and monitor
                     the implementation of the measures proposed here. To avoid creating additional administrative
                     structures, the responsibility should be assigned to the chief information security
                     officer of the Bundeswehr (CISOBw), who oversees information security and can give
                     orders to the whole Bundeswehr in this area. It is crucial that the person responsible
                     has sufficient staff and can assert themself against other officials, for example,
                     when it comes to the distribution of funds.
                  

                  In addition, the Bundeswehr agencies responsible for software procurement (BAAINBw,
                     BAIUDBw, and BWI) should each appoint a representative whose main task is to deal
                     with software supply chain risk and who enables the agency’s procurement staff to
                     put the measures proposed here into practice. Furthermore, there should be someone
                     at the BMVg with explicit responsibility for managing software supply chain risk.
                  

                  
                     
                        
                           
                              	
                                 Who in the Bundeswehr is responsible for managing software supply chain risk?

                                 ∎ The Directorate-General for Innovation and Cyber (IC) of the BMVg provides broad
                                    political guidance.
                                 

                                 ∎ BWI GmbH, an IT service provider owned by the BMVg, is responsible, above all, for
                                    the procurement and operation of administrative applications.
                                 

                                 ∎ For software products not procured by BWI, the Bundeswehr Centre for Digitalisation
                                    and Cyber and Information Domain Service Capability Development (ZDigBw) defines the
                                    capability requirements. For devices (including those with embedded software), the Bundeswehr
                                    Office for Defence Planning performs this task.
                                 

                                 ∎ Based on these capability requirements, project managers at the Federal Office of
                                    Bundeswehr Equipment, Information Technology and In-Service Support (BAAINBw) are
                                    responsible for the procurement of products.
                                 

                                 ∎ The Federal Office of Bundeswehr Infrastructure, Environmental Protection and Services
                                    (BAIUDBw), which is responsible for building and infrastructure construction, procures software and hardware for building technology and IT infrastructure.

                                 ∎ The Bundeswehr Technical Center for Information Technology and Electronics (WTD 81)
                                    and a department within the ZDigBw test and assess selected software products.
                                 

                                 ∎ The Bundeswehr Cyber Security Centre (ZCSBw) is responsible for cybersecurity incident
                                    detection and response. Its tasks also include collecting and evaluating information
                                    on software vulnerabilities and accrediting IT products.
                                 

                                 ∎ Within each unit and on each project, IT staff are responsible for the life cycle
                                    management of the software products in their portfolio.
                                 

                              
                           

                        
                     

                  

               

               
                  Guidelines for Software Supply Chain Risk Management

                  Moreover, international experts believe that a comparison with IT security in general,
                     for example, shows that the armed forces need guidelines for dealing with software
                     supply chain risk. However, no military has yet published comprehensive guidelines
                     on this subject. This research paper argues that the BMVg and the Bundeswehr should
                     draw up such guidelines.
                  

                  Besides the specific points outlined in the following sub-sections, the guidelines
                     should provide guidance on the desired level of protection, on assessing the criticality
                     of a software product to determine the degree of acceptable risk and the resources
                     to be invested, and on identifying and dealing with dependencies on individual components,
                     suppliers,68 and countries.69 In addition, the armed forces should ensure that the processes and rules discussed
                     in this and the following section are incorporated into military regulations so that
                     as many of them as possible are binding. And the CISOBw should implement the guidelines
                     and regularly evaluate their effectiveness. There is no need for a separate document
                     to be drawn up, as the guidelines can be integrated into existing IT security guidelines.
                  

               

               
                  Guidelines for the Military Use of Open Source Software

                  Given the crucial role that OSS plays in almost all software products, the OSS ecosystem
                     should be taken into account in software supply-chain risk management – as a source
                     of both risks and solutions. Since the OSS ecosystem functions differently from that
                     of proprietary software, separate guidelines for the military use of OSS are necessary.70 For its part, the US DoD has already drawn up comprehensive documents on this issue.71 The BMVg and the Bundeswehr should similarly draw up guidelines for the military
                     use of OSS.
                  

                  That document should define the objectives and actions for coordinating and, if desired,
                     promoting the use of OSS products by the armed forces. The first step should be to
                     take stock of the OSS products and components used by the Bundeswehr and assess their
                     criticality and security – a process that should be accompanied by a dialogue with
                     suppliers that use OSS components in their products. In addition, the guidelines should
                     make it easier for technical staff to procure and use OSS products by adapting OSS-specific
                     procurement requirements and providing model contract language, strategies for use,
                     and security assessments. Furthermore, the document should specify how the Bundeswehr
                     can contribute to securing critical OSS components – either by paying other organisations
                     to implement such security measures72 or by having its own IT specialists participate in OSS projects.73 Finally, the guidelines should be consistent with general government principles on
                     the use of OSS.74

               

               
                  An Open Source Programme Office for the Military

                  A new structure can help achieve the goals set out in the guidelines – for example,
                     an open source programme office (OSPO), which many companies and some governments
                     have already established.75 An OSPO is a central point of contact for questions about OSS processes and use within
                     an organisation.76 In many armed forces, selected personnel already perform individual OSPO functions;
                     but so far, no military has established its own OSPO.
                  

                  If the Bundeswehr were to set up an OSPO, it should ensure that the new office has
                     a lean structure and serves as a central point of contact for OSS-related questions
                     of relevant staff including procurement and IT, while the various Bundeswehr entities
                     remain responsible for operational tasks such as the monitoring of critical OSS components.
                     Further, it should be in close contact with the OSPO currently being established at
                     the Federal Office for Information Security (BSI)77 and the Centre for Digital Sovereignty78 (ZenDiS, which was established by the Federal Ministry of the Interior to increase
                     OSS use within the public administration).79 This would allow the Bundeswehr to benefit from the expertise of those two agencies.
                     In addition, “OSPO ambassadors”80 from the various departments could identify needs for OSS solutions and anchor the
                     work of the OSPO in the Bundeswehr as a whole.
                  

               

            

         

      

   
      
         
            
               Internal Processes

               In addition to developing the structures and strategies discussed above, organisations
                  that want to protect themselves against software supply chain risk must develop internal
                  processes that put such ideas into practice.81 For the armed forces, two processes have priority: collecting different types of
                  information about software products in use and monitoring their maintenance status.
                  So far, the processes established by the Bundeswehr remain inadequate.
               

               However, it is important to note that the processes described below should not be
                  rigidly rolled out throughout the entire Bundeswehr; after all, like most militaries,
                  the Bundeswehr is organised in a decentralised fashion and the needs of its various
                  units differ. Rather, the CISOBw, together with the ZCSBw, should develop model processes,
                  provide guidance and templates, monitor the implementation of the processes, and regularly
                  evaluate their effectiveness. On this basis, the various organisational entities could
                  proceed to establish their own processes tailored to their specific needs.
               

               In addition to the processes described below, which are geared towards managing software
                  supply chain risk, the Bundeswehr needs robust cybersecurity processes, such as incident
                  response and the monitoring of software vulnerabilities.82 Both of these tasks fall within the remit of the ZCSBw; thus, it is essential to ensure
                  adequate resources for this body in order to guarantee the cybersecurity of the entire
                  Bundeswehr, including with regard to managing software supply chain risk.
               

               
                  Gathering Information

                  Many software supply chain attacks are possible because of vulnerabilities in software
                     products. While it is hard to prevent the exploitation of vulnerabilities that remain
                     unknown to the software vendor (so-called zero days), the Bundeswehr can, in many
                     cases, prevent attacks that exploit known vulnerabilities – if the right people have
                     the right information. Above all, this includes:
                  

                  
                     	
                        Drawing up an inventory of all software products in use;

                     

                     	
                        Gathering information about vulnerabilities in software components;

                     

                     	
                        Collecting software composition information, and

                     

                     	
                        Gathering vulnerability exploitability information.83

                     

                  

                  The Bundeswehr IT staff need to close a vulnerability only if they determine the use
                     of a product that is based on a component in which a specific vulnerability exists
                     and can be exploited.
                  

                  So far, the Bundeswehr has developed a reliable process for just one of the above
                     four tasks, namely, obtaining information about vulnerabilities and sharing it with
                     others. This task is undertaken in sharing communities within the framework of NATO
                     and in collaboration with national cybersecurity authorities such as the BSI, and
                     under bilateral or multilateral arrangements with military or civilian entities from
                     other countries.
                  

                  As regards the three other forms of information gathering, the Bundeswehr has yet
                     to establish and automate the necessary processes. In the case of the software inventory,
                     the Bundeswehr, like many other armed forces, does not have a full overview of all
                     the software products it uses – not least because its software procurement is (to
                     a certain extent) decentralised. A central register should not be used for such an inventory,
                     given the potential for compromises; rather, each organisational entity should maintain
                     its own inventory in a standardised format that allows data to be easily retrieved
                     and compared.
                  

                  Similarly, most armed forces – including the Bundeswehr – lack information about the
                     composition of the software products they are using. This is because software is usually
                     supplied without comprehensive information about its components.84 Suppliers and OSS projects can share such information in the form of a so-called
                     software bill of materials (SBOM), that is, “a machine-processable file containing supply chain relationships
                     and details of the components used in a software product”.85 Military organisations can obtain SBOM data either from their suppliers or from OSS
                     projects or they can use paid third-party tools to create SBOMs.86 Since the data quality of many current SBOMs is poor,87 the CISOBw should define minimum SBOM requirements for software suppliers. These
                     requirements should be based on a framework document88 issued by the BSI. Furthermore, the CISOBw should ensure that all Bundeswehr entities
                     have processes in place for evaluating software composition information and that they
                     share and consolidate that information.
                  

                  Finally, as regards vulnerability exploitability information, the Bundeswehr IT staff
                     – much like those of other militaries – currently compile such information manually,
                     as most software suppliers do not provide this data in a machine-readable format.
                     The armed forces should therefore make suppliers provide such information (as described
                     in the following section). As long as the Bundeswehr does not receive this information
                     from suppliers, the CISOBw should offer tools and develop model processes to facilitate
                     data collection and processing. And when suppliers start providing these data, the
                     CISOBw should ensure that a model process and guidance is available so that all Bundeswehr
                     entities can establish appropriate processes of their own.
                  

               

               
                  Monitoring the Software Maintenance Status

                  Organisations that want to protect themselves against software supply chain risk should
                     also monitor whether the software products they are using continue to be actively
                     maintained. Currently, suppliers do not provide this information in a standardised,
                     machine-readable format.89 Thus, when time permits, Bundeswehr IT staff have to manually check supplier websites
                     for end-of-maintenance notices.
                  

                  To enable the Bundeswehr to monitor the maintenance status of the software products
                     they are using, the CISOBw should first define what “active maintenance” means.90 The definition should take into account that software products with different security
                     requirements need different levels of software maintenance (accordingly, the definition
                     should be tiered to account for those various levels). In addition, the CISOBw should
                     provide both guidance to facilitate manual searches and a template for processing
                     the data. Furthermore, as outlined in the following section, the Bundeswehr should
                     make suppliers provide those data so that the process can be automated.
                  

                  The Bundeswehr should urgently seek to further build expertise among its procurement
                     and IT staff in managing software supply chain risk.
                  

                  But, above all, the CISOBw must determine what happens when a product is no longer
                     being actively maintained. In this case, there are two possibilities: IT staff can
                     identify and introduce a viable alternative product or they can take the maintenance of the orphaned product into their own hands – by
                        using their own resources or by contracting third parties. For the armed forces, it is often difficult to switch to another product because
                     complex military processes are geared towards specific products and personnel are
                     trained accordingly. The guidelines for managing software supply chain risk should
                     therefore provide guidance on the circumstances under which it is advisable for the
                     Bundeswehr to replace an unmaintained product.
                  

               

            

         

      

   
      
         
            
               Fostering Expertise

               In general, Bundeswehr procurement and IT staff are not trained to manage software
                  supply chain risk. For this reason, the Bundeswehr should urgently seek to further
                  build such expertise.
               

               Given the IT workforce shortage in Germany91 and the difficulties the public sector faces in recruiting and retaining IT talent,
                  the Bundeswehr should teach software supply chain risk management at its academies
                  for civilian and military education and training. The aim should be that personnel
                  are proficient in three “languages”92: military, IT, and procurement terminology. In addition, the armed forces should
                  ensure that the entities mentioned in this research paper have adequate resources
                  to hire skilled personnel.
               

            

         

      

   
      
         
            
               Red Teaming Activities

               Furthermore, companies and government agencies alike have had good experience with
                  so-called red teaming activities. These involve in-house IT specialists taking on
                  the role of attackers to find vulnerabilities in their own systems or the software
                  products they are using. Typically, the focus is on critical OSS products and components
                  and proprietary software. If the supplier of proprietary software grants a red team
                  access to the source code, the team can check the products for known vulnerabilities,
                  assess the maturity of integrated OSS components, and determine whether secure software
                  development practices93 have been followed. But even without access to the source code, red teaming activities
                  can reveal weaknesses in software configurations, among other things.
               

               Some armed forces – in the case of the Bundeswehr, the ZCSBw – have already set up
                  teams that scrutinise the code of selected software products.94 The ZCSBw should expand these activities. First, its staff should scrutinise critical
                  OSS products and components.95 Second, they should take measures that provide insights even without access to the
                  source code. To be able to perform these tasks, the team at the ZCSBw should be expanded.
                  In addition, the guidelines for software supply chain risk management should make
                  clear on which software products these efforts should focus.
               

            

         

      

   
      
         
            
               Barring Untrustworthy Suppliers from Procurement
               

               Public procurement processes are generally based on functional requirements for the
                  product and security requirements for the product and/or the supplier. However, there
                  are cases in which a software product that meets all requirements should nonetheless
                  be excluded from procurement; one such case is when the supplier is considered untrustworthy
                  – for example, because of its foreign ownership or the control and influence risk
                  posed by adversarial governments.96 Among other things, the latter can make suppliers insert harmful hidden functions
                  into a product, either from the outset or at a later date (including through updates).97

               In some cases a software product that meets all requirements should nonetheless be
                  excluded from procurement.
               

               Many military procurement processes, such as that of the Bundeswehr, do not provide
                  for barring products that formally meet all requirements. Moreover, the information
                  that serves as the basis for classifying a supplier as untrustworthy is often not
                  made public. Thus, procurement staff are frequently faced with having to adapt the
                  functional requirements in such a way that they cannot be met by untrustworthy suppliers
                  – an extremely inefficient strategy that takes place in a legal grey area.
               

               Legislators should therefore amend public procurement law and the BMVg should adapt
                  procurement regulations to provide for the exclusion of untrustworthy suppliers from
                  public procurement.
               

            

         

      

   
      
         
            How Policymakers and the Armed Forces Can Make Software Suppliers Take Action
            

            However, the armed forces cannot protect themselves against software supply chain
               risk on their own. They depend on software suppliers98 taking action, too – by managing the risks posed by their products and supporting
               customers in their risk management. Political and military decision-makers have several
               policy instruments at their disposal to make suppliers take action (see Figure 6,
               p. 30).
            

         

      

   
      
         
            
               Requirements for Software Suppliers

               Before decision-makers select any policy instruments, they must identify what actions
                  they expect from suppliers. The Bundeswehr has developed a “software engineering framework”99 for this purpose; but since that document is classified, it is not publicly known
                  what it contains. Based on expert assessments, this research paper argues that suppliers
                  who meet the following six requirements can significantly reduce the supply chain
                  risk posed by their software products:
               

               
                  	
                     Adhere to secure software development practices100: specifically, software suppliers should fix exploitable known vulnerabilities in
                        the components of their products,101 (re)write software in memory-safe programming languages,102 ensure a secure build process (which converts human-readable source code into machine-readable
                        binary code) for both the components they use103 and their own products,104 and sign their code.
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                           3.

                        
                        	
                           Provide the Bundeswehr (and, ideally, all their customers) with software composition
                              information for their products – for example, in the form of SBOMs: these data should
                              comply with one of the established standards105 and, eventually, include all levels of dependency,106 as an exploitable vulnerability can be buried deep within the supply chain.
                           

                        
                     

                     
                        	
                           4.

                        
                        	
                           Provide vulnerability exploitability information for their products in a standardised,
                              machine-readable data format107 and via a defined distribution mechanism.
                           

                        
                     

                     
                        	
                           5.

                        
                        	
                           Monitor the maintenance status of the embedded OSS components throughout the entire
                              life cycle of their products: at the development stage, suppliers should integrate
                              only those components that meet the Bundeswehr definition of “active maintenance”.
                              If, at some point, a component that has already been integrated into a product no
                              longer meets those requirements, suppliers should replace the component and maintain
                              it themselves, or pay a third party to do so. Suppliers whose products fall under
                              the EU Cyber Resilience Act (CRA) will be required to do this from 2027 onwards.108 However, the regulation does not apply to products developed exclusively for military
                              purposes or for processing classified information.109

                        
                     

                     
                        	
                           6.

                        
                        	
                           Provide information on the maintenance status of their products in a standardised,
                              machine-readable format.110

                        
                     

                  
               

               Many of the above measures are not yet widespread among software suppliers. For this
                  reason, generous implementation timelines will be needed for the corresponding requirements.
                  In addition, software suppliers should be required to implement general cybersecurity
                  measures that are not specifically aimed at software supply chain risk but can nonetheless
                  reduce or mitigate it. Such measures include network segmentation and a so-called
                  zero trust architecture,111 vulnerability management,112 regular installation of software updates113 and the detection and handling of cybersecurity incidents.114

               Should policymakers or the military leadership use these requirements as the basis
                  for incentive structures or regulations, they should take account of the fact that
                  SMEs and smaller OSS projects generally have fewer resources available with which
                  to implement exacting requirements. Thus, such requirements can have unintended consequences:
                  for example, SMEs and smaller OSS projects might abandon their software products or
                  suppliers might isolate the OSS components they integrate into their products.115 Decision-makers should therefore examine whether SMEs and OSS projects could be subject
                  to less exacting requirements and how they might be supported during the fulfilment
                  of those obligations.
               

            

         

      

   
      
         
            
               Model Contract Language

               Once policymakers and the Bundeswehr have defined the requirements for software suppliers,
                  they must decide how to enforce them. Procurement contracts are a low-threshold option
                  that does not impose regulation. Indeed, as an example from the private sector shows,
                  software suppliers can be contractually obliged to regularly check the maintenance
                  status of the OSS components they have integrated into their products and to take
                  remedial action if necessary.116 However, the Bundeswehr, like the armed forces of other countries, makes little use
                  of this option so far.
               

               The current Bundeswehr procurement process does not take software supply chain risk
                  into account.
               

               To remedy this, Bundeswehr procurement personnel should be provided with model contract
                  language – for example, in the form of service level agreements.117

            

         

      

   
      
         
            
               Procurement Requirements

               The current Bundeswehr procurement process does not take software supply chain risk
                  into account.118 By contrast, the US already has procurement rules to ensure that software suppliers
                  better protect their products from software supply chain risk.119 For example, the US Army requires its suppliers to provide SBOM data.120 The planned update of European procurement regulations offers a window of opportunity
                  to incorporate the corresponding requirements.121

               Specifically, the Bundeswehr should adapt military procurement rules in three ways:

               
                  	
                     Draw up horizontal minimum requirements for suppliers’ management of software supply-chain
                        risk: the CISOBw should undertake this task, together with all entities involved in
                        software procurement. The Bundeswehr has already formulated minimum requirements for
                        suppliers – for example, in the case of cybersecurity. Those requirements should be
                        tiered to account for the different levels of criticality.
                     

                  

                  	
                     Remove barriers to OSS procurement, especially for products without commercial service
                        contracts.122

                  

                  	
                     Simplify the procedure for contracting (security-cleared) service providers for cybersecurity
                        tasks that cannot be covered by Bundeswehr resources, such as red teaming activities:
                        not least, this measure would take into account the current shortage of IT workers.
                     

                  

               

            

         

      

   
      
         
            
               Product Liability Law

               At present, the Bundeswehr – like many other armed forces and end users outside the
                  EU – can hold software suppliers liable mainly for breach of contract, for intent,
                  or for gross negligence. However, software supply chain incidents are often caused
                  by supplier practices or omissions that lie outside the categories mentioned above.
                  Product liability regulation for software products used by the armed forces would
                  allow the Bundeswehr to hold suppliers liable for defects in the software product
                  and/or development process that cause harm: for example, non-compliant companies would
                  be required to pay damages.123

               German product liability law does not cover software products;124 and the 2024 EU Product Liability Directive allows only natural persons to claim
                  damages.125 From 2027 onwards, the Bundeswehr will be able to hold suppliers liable on the basis
                  of the EU CRA; however, that regulation does not apply to many of the software products
                  that it uses.126 To date, no jurisdiction other than the EU has developed a product liability regime
                  for software that allows claims by legal entities such as the armed forces.
               

               Legislators should consider introducing a product liability regime that is applicable
                  to software used by the armed forces.
               

               For this reason, legislators should consider introducing a product liability regime
                  that is applicable to software used by the armed forces or to software in general.
                  The EU Product Liability Directive, which member states must transpose into domestic
                  law by 2026, will offer a window of opportunity: since legislators will have to amend
                  domestic product liability law in any case, they could go beyond the requirements
                  of the directive by making legal entities such as the Bundeswehr eligible for claims.
                  The requirements for software suppliers listed above could serve as a reference for
                  determining the conditions under which suppliers are to be held liable.127 At the same time, the CRA criteria should be taken into account to narrow the regulatory
                  gap between the civilian and military sectors.
               

            

         

      

   
      
         
            
               Conformity Assessments

               If policymakers and armed forces want to ensure that software suppliers are complying
                  with specific requirements, they can use a conformity assessment scheme. In such assessments,
                  an attesting party – the supplier (self-assessment) or an independent, government-accredited
                  entity (third-party assessment) – verifies compliance with a requirements baseline.128 Those requirements can be laid down, for example, in a technical standard, and the
                  result of the assessment recorded in a certification report.
               

               The US DoD has developed a conformity assessment scheme that focuses on how its suppliers
                  handle sensitive, albeit unclassified information.129 The CRA contains such a scheme for software products that ranges from self-assessments
                  to third-party assessments, depending on the criticality of the product, and combines
                  product- and process-based evaluations.130 In Germany, conformity assessment schemes already exist for suppliers of software
                  products that process classified information; while these take software supply chain
                  risk into account, they cannot be evaluated here because they are not publicly available.
                  In addition, the BSI has developed the “IT security label”131 as a conformity assessment scheme for COTS IT products.
               

               Conformity assessment schemes for software are costly for both suppliers and policymakers.
                  Furthermore, the assessment must be regularly renewed owing to frequent software updates
                  while product-based standards that take into account software supply chain risk –
                  and thus could serve as the basis for assessment – are mostly lacking. For this reason,
                  the political and military leadership should be cautious about establishing further
                  conformity assessment schemes. Instead, Bundeswehr procurement staff should refer
                  to the criteria of the IT security label and the CRA when selecting products.
               

               If, nevertheless, the Bundeswehr were to decide to introduce a conformity assessment
                  scheme, it should:
               

               
                  	
                     Opt for a process-based approach to ensure that the assessment remains valid for longer;

                  

                  	
                     Develop a tiered scheme to facilitate participation by SMEs and the OSS ecosystem;

                  

                  	
                     Seek harmonisation with CRA requirements and the schemes of other NATO allies to create
                        a level playing field across the Alliance; and
                     

                  

                  	
                     Require third-party assessments – at least at the highest security level – to ensure
                        robustness.
                     

                     

                  

               

            

         

      

   
      
         
            Priorities for German Political and Military Leaderships

            The software supply chain incidents discussed in this research paper paint a grim
               picture. They highlight the potentially devastating impact of operational disruptions
               and attacks. And it is likely that they represent only a fraction of such incidents
               to date, as most are probably not made public.
            

            However, the Bundeswehr should not seek to minimise software supply chain risk at
               any cost. What is essential is to define an appropriate level of protection – depending
               on the software product. The focus should be on those products that are used on the
               battlefield, play a mission-critical role for supporting functions, or, if compromised,
               would allow adversarial intelligence services access to sensitive information.
            

            Keeping, above all, these products in mind, the BMVg and the Bundeswehr should take
               measures to reduce software supply chain risk to an acceptable level. Many of the
               measures identified here are complex and would require significant resources. Given
               the narrow bandwidth of leadership, the shortage of IT workers, and finite financial
               resources, German policymakers and the Bundeswehr should focus on the three steps
               that need to be taken most urgently.
            

            First, the Bundeswehr should establish structures through which software supply chain
               risk can be dealt with in the first place. Specifically, the CISOBw’s portfolio should
               be expanded to include managing these risks so that a central point of accountability
               can be established. Furthermore, the Bundeswehr should appoint focal points at the
               BAAINBw, BAIUDBw, and BWI to support the procurement staff of these agencies in the
               implementation of further measures. In addition, the BMVg and the relevant Bundeswehr
               entities should jointly formulate guidelines for software supply chain risk management
               and, where possible, make those guidelines binding by incorporating them into service
               regulations. Finally, the Bundeswehr should foster the expertise of its procurement
               and IT staff in managing software supply chain risk – for example, through the Bundeswehr
               academies.
            

            Second, policymakers and the Bundeswehr should ensure that software suppliers provide
               the military with information that is essential for effective risk management. This
               includes information on software composition, vulnerabilities exploitability and the
               maintenance status of their products. The easiest way to achieve this is through model
               contract language, which the CISOBw should make available to all procurement personnel.
               However, such model language does not always appear in the final contract; thus, a
               more reliable approach would be to establish horizontal minimum procurement requirements
               for software supply chain risk management.
            

            Third, the Bundeswehr should establish its own internal processes in order to monitor
               software supply chain risk based on the information they receive from software suppliers,
               and to be able to respond to threats as necessary. This includes maintaining inventories
               of all software products being used, monitoring their maintenance status, and constantly
               checking whether they contain known exploitable vulnerabilities.
            

            If the Bundeswehr were to take these three steps, it would be able to identify risks
               in the software supply chain and respond to threats as necessary. If the German government
               and the Bundeswehr want to further reduce such risks, there are other steps they should
               take as well. For example, the Bundeswehr and its software suppliers (and their suppliers)
               should engage in red teaming activities to identify vulnerabilities in products and
               configurations. In addition, policymakers and the Bundeswehr should make suppliers
               adhere to secure software development practices. This includes closing exploitable
               known vulnerabilities in product components, switching to memory-safe programming
               languages, securing the build process, and signing their code. Furthermore, suppliers
               should not only check the maintenance status of the OSS components that are part of
               their products at the time of development; they should also monitor that status throughout
               the product’s lifecycle and take action if a component is no longer actively maintained.
               And to ensure that suppliers take these measures, the Bundeswehr can turn to procurement
               requirements, which are much easier to implement than the other potential policy instrument
               – namely, product liability law.
            

            The BMVg and the Bundeswehr need to act swiftly to take advantage of the windows of
               opportunity that are currently wide open. The ongoing reorganisation of CIR following
               its elevation to an independent service branch of the armed forces lends itself to
               the creation of new structures. The recent change in public debt regulation132 gives legislators more leeway in authorising investments that will significantly
               improve the security of the Bundeswehr. And opportunities are also afforded by the
               EU procurement regulations currently being revised, while software suppliers are reviewing
               the software supply chain security of their products in preparation for the CRA provisions
               entering into force in 2027.
            

            To reduce the costs of the measures proposed here, the federal government and the
               Bundeswehr should join forces with their counterparts in like-minded countries. The
               Bundeswehr is more likely to be able to persuade software suppliers to meet certain
               requirements if these are harmonised internationally. International dialogue on this
               subject could take place within NATO, the Organisation for Economic Co-operation and
               Development (OECD), and the recently established G7 Cybersecurity Working Group. Moreover,
               an international multi-stakeholder forum on managing (military) software supply chain
               risk could further raise awareness of the issue and promote operational cooperation.
            

            Dealing with software supply chain risk demands that policymakers and the armed forces
               perform a difficult balancing act. On the one hand, they have to invest significant
               resources to prevent, or mitigate the impact of, potentially devastating attacks or
               disruptions to military operations. On the other hand, they must pave the way for
               software-defined defence through the simplified and accelerated procurement, deployment,
               and updating of software and through the promotion of a domestic defence tech ecosystem
               that is both dynamic and innovative.133 Although this research paper focuses on managing software supply chain risk, putting
               the Bundeswehr on the right track for software-defined defence is just as important.
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6. Provide information on maintenance status
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